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Differences between three or more conditions

One-way ANOVA in R
To illustrate one-way ANOVA in R we shall be using the data from Table 1.
Table 1

	<TH>Group A
	Group B
	Group C</TH>

	15
	9
	20

	15
	12
	18

	17
	13
	28

	21
	11
	22

	17
	13
	24

	13
	13
	20

	14
	14
	16

	17
	10
	20

	10
	15
	20


We have imported the data from an Excel file. We have also used the attach() command to make referring to the variables simpler.
There are a number of different ways of running a one-way between participants’ ANOVA on this data. However, we shall describe the most straightforward here. You can use the oneway.test() command to run this ANOVA. To run this, you need to type in:

>oneway.test(Tscores~Condition)

Remember the tilde (~) means that the variable coming after this is the grouping variable. When you run this you will be presented with the following (Screenshot 1):


[image: image1.png]> oneway.test (Tscores~Condition]

One-uay analysis of means [not asswning equal variances:

data: Tscores and Condition
F = 11.9739, num df = 2.000, denom df = 14.384, p-value = 0.000868




Screenshot 1
You should notice from this output that this is an ANOVA where equal variances are not assumed, that is this version assumes that you have violated the assumption of homogeneity of variance. Using this command, you can lose a lot of power especially when you have not violated the assumption of homogeneity of variance. We can generate the equal variances ANOVA by including an extra argument in the oneway.test command, e.g.

>oneway.test(Tscores~Condition, var.equal=TRUE)

A tip here is that for the var.equal=TRUE argument you can type var.equal=T and the command will still run. This is often the case with such extra arguments in R. When you run this command, you will be presented with the output presented in Screenshot 2:


[image: image2.png]> onevay.test (Tscores~Condition, var.equal=TRUE}

One-way analysis of means

data: Tscores and Condition
F = 12.0487, nuo af = 2, denow af = 24, p-value = 0.0002383

>
a




Screenshot 2
Here you can see that we have an F-value of 12.05 with 2.24 degrees of freedom and a p-value of .0002. The difference between these groups is statistically significant.
If you wanted to follow up this significant difference, you can do so by using Tukey’s Honestly Significant Difference test (Tukey’s HSD). However, to do this, you have to run the ANOVA in a different way from that shown above. We have to use instead the aov() command. Also, in order to get the Tukey results, we have to save the output from the aov() command to a variable in a similar way to how we showed you to allocate names to variables in Chapter 2 (see page 00). Thus, you need to type in a command in a format similar to that below:
>a1 <-aov(Tscores~Condition)

When you do this, you will not  be presented with the ANOVA output. This is because it has effectively saved the output to a variable called ‘a1’. To get the details of the ANOVA table, you need to type the following:

>summary(a1)

When you do this, you will be presented with the ANOVA table in Screenshot 3:


[image: image3.png]> a1 <-aov{Tscores~Condition)
> sumary(al)

Df Sun Sg Mean Sq F value

2 274.89 137.444
24 273.78 11.407

Condition
Residuals
Signif. codes: 0 ‘*%%/ 0.001
>

12.045 0.0002383 *¥r

0.01

Fr (>F)

0.05

0.1



 Screenshot 3
You can see from this that, unlike with the oneway.test() command, we get an ANOVA table which is much more similar to that which is given in SPSS. That is, we get the sum of square, and mean squares for the effect and the residuals (error). You should also see that the F- and p-values are the same as those we obtained using the oneway.test() command (see Screenshot 2).
Now, to obtain the follow-up analyses to see which of the individual means differs from each other we can use the TukeyHSD() command. The argument that we include in the brackets is the variable we created to store the output from our oav() command, which in our case was ‘a1’. Thus the command we type in is:
>TukeyHSD(as)

When you do this, you will be presented with the pairwise comparisons displayed in Screenshot 4:

[image: image4.png]> TukeyHSD (al)
Tukey multiple comparisons of means
95% family-wise confidence level

Fit: aov(formula = Tscores ~ Condition)

§Condition

dies Lur upr b ady
B-1 -3.222222 -7.1983076 0.7538631 0.1251214
C-1 4.555556 0.5794702 5.5316409 0.0225875
C-B 7.777775 3.8016924 11.7538631 0.0001594




Screenshot 4
From this analysis we can see that there is no significant difference between conditions A & B, but there are significant differences between conditions A & C, and between conditions B & C.

Repeated-measures ANOVA in R 

To illustrate running a one-way repeated measures design, we shall use the same data as we used for the between-participants design but analyse it as if each participant took part in all three conditions. In order to set up the data correctly in Excel, you need to include a third column which indicates which participants contributed which scores in each condition. It is important when you type in subject numbers in this extra column to set this up as a string variable, that is, ensure that you include letters in the subject number e.g. s1, s2, s3, etc. This will ensure that the data are imported into R in the appropriate format for running a repeated measures ANOVA. You should thus set your data up in Excel as we have indicated in Screenshot 5:
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Screenshot 5
Here we have the data arranged in exactly the same way as we had for a between-participants design but we have an extra column where we indicate which participant contributes each score for each condition. You should save this as a .csv file and then import this into R.

Once you have the data in R. you can use again the aov() command to run the ANOVA. The difference between this and the between-participants design is that we have to specify that the differences between participants are removed from the analyses (as we explained in Chapter 8 of the book). To do this, we have to use the Error() argument within the aov() command. We have to specify that the variance attributable to the independent variable has the variance attributable to the differences between participants removed and we do this as in the following:
> summary(aov(Tscores~Condition+Error(Subject/Condition), data=RMData))

In this command, the data= argument is needed so that R refers to the correct data frame where we imported the data from Excel. When we did this, we called the data frame RMData. When you run this command, you will be presented with the output illustrated in Screenshot 6:


[image: image6.png]> summary (aov(Tscores ~ Condition + Error (Subject/Condition), data=RMData))

Erro

Subject
Df Sun Sg Mean Sq F value Pr[>F:
Residuals & 112.67 14.083

Erro

Subject:Condition
Df Sun Sq Mean Sq F value  Pr[>F]

Condition 2 274.89 137.444 13.650 0.0003476 +%+

Residuals 16 161.11 10.069

Signif. codes: 0 ‘%¥%/ 0.001 ‘¥ 0.01 ‘¥ 0.05
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 Screenshot 6
You should be able to see that we have an F-value of 13.65 with 2, 16 degrees of freedom and a p-value of .0003. Thus, there is a significant effect of condition. We would then want to follow this up and the easiest way would be to run pairwise related t-tests using a Bonferroni adjustment of alpha.
Kruskal-Wallis and the median test in R 

To run a Kruskal-Wallis test in R, we need to use the kruskal.test() command. For example, we can type in the following:
>kruskal.test(Scores ~ Group)

When you do this for the data used earlier for the one-way between-participants ANOVA, you will be presented with the output presented in Screenshot 7:


[image: image7.png]> kruskal.test [Scores ~ Group!

Rruskal-Vallis rank sum test

data: Scores by Group
Rruskal-Vallis chi-squared = 13.1346, df = 2, p-value = 0.001406

>




Screenshot 7
You can see from Screenshot 5 that we have a chi-square value of 13.13 with 2 degrees of freedom and an associated p-value of .001. Thus, we have a significant difference between the three conditions. 

As we have a significant difference between the conditions, we would need to follow this up with pairwise comparisons of the conditions using the wilcox.test() command described in Chapter 7.

The median test

The median test is rarely used, as it is hard to see the advantages when compared to the Kruskal-Wallis test. Also, there is no simple equivalent of the median test we can use in R.
Friedman's ANOVA in R
For the sake of illustration, we are going to use the same data as used previously in this guide for the Kruskal-Wallis test, but this time input in a way suitable for a repeated measures design. In order to run these data as a repeated measures design in R, you should set out the data in Excel as in Screenshot 5 and then import this into R.
You can see here that we have three columns of data. One indicates the condition the scores come from, the second column contains the actual scores and the third column contains details about which participant each score comes from. As we have the same participants in each of the three conditions (A, B & C), you will notice that the participant numbers are repeated three times as you move down this column. Once you read this data into R, you can use the attach() command to make it easier to refer to the variables in the data frame. Basically, it saves us having to refer to the data frame name each time we want to refer to one of the variable within the data frame. We have used the following commands to load in the data from an Excel file and attach it:

> RMOneway <- read.csv(file="Table 8_1 Data RM.Cave",head=TRUE,sep=",")
>attach(RMOneway)

We are now ready to run the Friedman’s ANOVA. In order to do this, we would type in the following:

> friedman.test(Tscores ~ Condition | Subject)

In this command, the first variable within the brackets needs to be your dependent variable; the second variable should be the grouping variable and the final variable is the one where you have identified the participant who has contributed each score. When you run this command ,you will be presented with output similar to that given in Screenshot 8

[image: image8.png]> friedman.test(Tscores ~ Condition | Subject]
Friednan rank sum test

data: Tecores and Condition and Subject
Friedman chi-squared = 12.2353, df = 2, p-value = 0.002204





Screenshot 8
Here we can see that we have a chi-square value of 12.24, with 2 degrees of freedom and an associated p-value of .002. As we have a significant effect we would suggest going on to run pairwise Wilcoxon tests using the wilcox.test() command.
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